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1. The purpose of mastering the discipline  

The main purpose of the discipline is the formation of students' theoretical knowledge and 

practical skills on the basics of machine learning implemented with Python, mastering the tools, 

models and methods of machine learning, as well as acquiring skills in data research and the devel-

opment of mathematical models, methods and algorithms for data analysis. 

Objectives: 

- form theoretical knowledge on the basics of machine learning for the construction of for-

mal mathematical models and interpretation of modeling results;  

- develop skills and abilities to use Python libraries to develop machine learning algorithms; 

- development and using of mathematical and information tools based on machine learning 

methods in scientific and practical activities. 

2. The place of discipline in the structure MEP 

The discipline belongs to the variable disciplines of the professional cycle of Block 1 "Disci-

plines/modules". 

Prerequisites of the discipline – programming, mathematical logic, discrete mathematics. 

Post-requirements of the discipline: research work, execution and defense of the final qualify-

ing work. 

 

3. Competencies and learning outcomes formed as a result of mastering the disci-

pline 

Table 1 

Competence Indicator ща Competence Code and name of learning outcomes (planned re-

sults of training in the discipline, characterizing the 

stages of competence formation) 

PC 1: - The student is able 

to apply computer science to 

solve the problems of the 

main branches of mathemat-

ics: algebra, geometry, func-

tional and complex analysis, 

probability theory and 

mathematical statistics, 

computational mathematics. 

IPC 1.1: - The student under-

stands how theory and practice 

in various branches of mathe-

matics and computer science 

affect each other. 

IPC 1.2: - The student uses a 

wide range of possibilities of 

computer science and compu-

tational mathematics to solve 

problems of the main sections 

of mathematics 

LO-1.1: The student is able to solve mathematical 

modeling problems using machine learning methods 

and implement its with Python. 

 

LO-1.2: The student has methods for different classes 

of problems solved using machine learning algo-

rithms, selecting and combining them when analyzing 

and solving specific theoretical and applied problems. 

 

LO-1.3: The student is able to use Python libraries 

necessary for solving machine learning tasks. 

 

 

  

PC 2: - The student is able 

to use modern computer 

technology to solve funda-

mental and applied prob-

lems of mathematics and 

mechanics. 

IPC 2.1: - The student uses 

modern computing systems to 

solve professional tasks. 

 

IPC 2.2: - The student has the 

basics of constructing machine 

LO-2.1: The student is able to formulate the problem 

statement in terms of mathematical modeling meth-

ods, choose the optimal solution method with justifi-

cation of the choice made.  

 

LO-2.2: The student has the skills to build and verify 



learning methods for different 

classes of problems for solving 

problems of mathematics and 

mechanics 

the quality of machine learning models in Python and 

interpret the results in terms of the applied field for 

solving problems of mathematics and mechanics in 

order to gain new knowledge and conclusions. 

 

4. Structure and content of the discipline 

4.1. The structure and labor intensity of the types of academic work in the disci-

pline 

The total labor intensity of the discipline is 4 credit units, 144 hours. 

Table 2 

Type of educational work Labor intensity in academic hours 

Total labor intensity 1-st semetr total 

Contact work (CW): 35,85 35,85 

Lectures(L): 16 16 

Practical classes (P) 16 16 

Group consultations 1,6 1,6 

Intermediate certification 0 0 

Independent work of the student: 92,4 92,4 

Study of the main libraries for implementing machine learning methods in 

Python 
24 24 

Learning machine learning theory 32,65 32,65 

Preparation of reports on laboratory work. 20 20 

Preparation and passing of the credit 15,75 15,75 

Type of intermediate certification Credit 2,25 

 

 



4.2. The content and labor intensity of the discipline sections  

Table 3 

Class 

code 
The name of sections and topics and their content 

Type of edu-

cational work, 

classes, con-

trol 

Sem

ester 

hours in 

electroni

c form 

Total 

(hr.) 
Literature 

Learning result(s) 

code(s) 

 Sction 1. Lecture part     
  

1.1 

Introduction to machine learning. 

The main stages of solving the machine learning 

problem. Examples of applied tasks. Types of train-

ing: supervised, unsupervised, with reinforcement. 

The main types of tasks. The main problems of ma-

chine learning: insufficient training sample size, data 

gaps, overfitting/underfitting. 

L 1 0 2 

 LO -1.2, LO -2.1 

1.2 

Solving the regression problem.  

The least squares method. Error measurement in re-

gression tasks. Linear regression. The solution to the 

problem of overfitting: L1- regularization (Lasso), 

L2- regularization (ridge regression), elastic net 

(L1+L2). Configuring hyperparameters of the algo-

rithm using cross-validation. 

L 1 0 2 

 LO -1.2, LO -2.1 

1.3 

Solving the classification problem. 

Linear classification model. Logistic regression as a 

binary classifier. Loss function (classification errors). 

Confusion matrix (classification error matrix). Classi-

fication quality metrics: accuracy (percentage of cor-

rect answers), precision (accuracy), recall (complete-

ness), F1-measure. AUC-ROC is the area under the 

error curve. Metric classification is the nearest neigh-

bor method (kNN). 

L 1 0 2 

 LO -1.2, LO -2.1 

1.4 

Solving the clustering problem. 

Clustering tasks and approaches. Conditions for clus-

tering tasks. Clustering algorithms: K-Means, EM 

algorithm, Agglomerative clustering, DBSCAN. 

Comparison of algorithms. 

Quality assessment: internal and external assess-

L 1 0 2 

 LO -1.2, LO -2.1 



ments. 

1.5 Tree Models: Decision Trees, Random Forest L 1 0 2  LO -1.2, LO -2.1 

1.6 

Ensemble methods. 

Random forest as an example of bagging. AdaBoost . 

Gradient boosting in regression and classification 

problems. Stacking. 

L 1 0 2 

 LO -1.2, LO -2.1 

1.7 

Neural networks and deep learning. 

Introduction to neural networks. The main compo-

nents of the neural network (activation functions, 

dropout, etc.). Gradient descent. Reverse propagation 

of the error. Ready-made architectures. 

L 1 0 4 

 LO -1.2, LO -2.1 

 Section 2. Practical part 
      

2.1 

The main libraries needed for machine learning in 

Python. NumPy library for optimized calculations on 

arrays of data. Operations on data in the Pandas li-

brary. Visualization using the Matplotlib library. 

Introduction to the Scikit-Learn machine learning 

library. Complition of individual task No. 1 accord-

ing to section 2.1. 

P 1 0 2 

 LO -1.3 

2.2 

Working with data. Data types, work with gaps, ini-

tial processing and visualization. Feature engineering, 

Feature Extraction, Feature transformations: non-

numeric data coding, normalization and calibration. 

Search for outliers. Completion of individual task No. 

1 according to section 2.2. 

P 1 0 2 

 LO -1.3 

2.3 
Writing and debugging a program on an individual 

task No. 1. Preparing of report. 
IW 1 0 4 

  

2.4 

Solution of the regression problem by example. 

Completion of individual task No. 2 according to 

section 2.4. 

P 1 0 2 

 LO -1.1, LO-1.2, 

LO -2.2 

2.5 

Solution of the classification problem by example. 

Completion of individual task No. 2 according to 

section 2.5. 

P   1 0 2 

 LO -1.1, LO -1.2, 

LO -2.2 

2.6 
Writing and debugging a program on an individual 

task No. 2. Preparing of report. 
IW 1 0 4 

  

2.7 

Solution of the clustering problem by example. Com-

pletion of individual task No. 3 according to section 

2.7. 

P 1 0 2 

 LO -1.1, LO -1.2, 

LO -2.2 

2.8 Writing and debugging a program on an individual IW 1 0 2   



task No. 3. Preparing of report. 

2.9 

The use of tree structures for solving problems of 

classification and regression. Completion of individ-

ual task No. 4 according to section 2.9. 

P 1 0 2 

 LO -1.1, LO -1.2, 

LO -2.2 

2.10 
Writing and debugging a program on an individual 

task No. 4. Preparing of report. 
IW 1 0 2 

  

2.11 

Using an Ensemble Approach to Solve Machine 

Learning Problems by Example. Completion of indi-

vidual task No. 5 according to section 2.11. 

P 1 0 2 

 LO -1.1, LO -1.2, 

LO -2.1, LO -2.2 

2.12 

The practice of building a neural network to solve the 

problem of machine learning by example. Comple-

tion of individual task No. 5 according to section 

2.12. 

P 1 0 2 

 LO -1.1, LO -1.2, 

LO -2.1, LO -2.2 

2.13 
Writing and debugging a program on an individual 

task No. 5. Preparing of report. 
IW 1 0 8 

  

 Section 3. Consultation 
      

3.1 Consultations CW 1 0 1,6   

 Section 4. Intermediate certification 
      

4.1 Admission of the credit in the discipline CW 1 0 2,25   

 

 



5. Educational technologies, educational, methodological and informational 

support for the development of the discipline 

 

During the implementation of the discipline, classical educational technologies are 

used - practical exercises; independent study of the recommended literature and the grad-

ual implementation of an individual task; intermediate certification in the form of check-

ing individual tasks. 

Independent work includes: the theoretical development of the lecture course, the 

practical implementation of assignments and individual assignments, preparation for a 

test with an assessment. To perform independent work, access to the information re-

sources of the course is provided: 

- lecture materials; 

- a list of questions for self-testing knowledge and preparing for the exam. 

- a list of references, including textbooks and books on the subjects studied in the 

course. 

All laboratory work and individual assignments are selected in such a way as to max-

imally stimulate the psychological attitude of mathematics students to form a connection 

between mathematical theory and its practical application. The report for each laboratory 

work includes a theoretical part, a completed practical task and an analysis of the results. 

 

5.1. Literature and educational and methodological support 

a) List of basic educational literature. 

1. Lubanovic B. Simple Python. Modern programming style. 2nd ed. – St. Petersburg: St. 

Petersburg, 2021. – 592 p. 

2. Muller A., Guido S. introduction to machine learning using Python. - St. Petersburg: Pe-

ter, 2016. – 392 p. 

3. Gruc J. Data Science from scratch. 2nd ed., reprint and additional – St. Petersburg: BHV-

Petersburg, 2021 – 416s. 

4. Burkov A. Machine learning without unnecessary words. — St. Petersburg: Peter, 2020. 

— 192 p. 

5. Nikolenko S., Kadurin A., Arkhangelskaya E. Deep learning. — St. Petersburg: Peter, 

2018. — 480 p. 

b) List of additional educational literature. 

1. Vander P. J. Python for complex tasks: Data science and machine learning. St. Pe-

tersburg: St. Petersburg, 2020. – 576c. 

2. Albon C. Machine learning with Python. Cookbook. St. Petersburg: BHV, 2020 – 

384s. 

3. Watt J. Machine learning refined: Foundations, algorithms, and applicatios. St. 

Petersburg: BHV-Petersburg, 2022 – 640s. 

4. Trask A. Grokking deep learning. – St. Petersburg: Peter, 2020. – 352 p. 

5.2. Databases and information and reference systems, including foreign ones 

• https://e.lanbook.com/book/131723 

• https://e.lanbook.com/reader/book/160142/#209 

 

5.3. List of licensed and software 

https://e.lanbook.com/book/131723


1) OS Windows 7 or Windows 10 https://www.microsoft.com/ru-ru/software-

download/windows10  

2) Anaconda (distribution of the Python) https://www.anaconda.com/products/distribution 

 

5.4. Equipment and technical means of training 

The classrooms of the MMF educational and computing laboratory are used for laboratory 

work and independent work. When performing individual tasks, independent and laboratory 

work, free and licensed software is used: 

- Microsoft Office 2010 (reports preparation); 

- Jupyter Notebook (it is supplied in the Anaconda distribution package for Python). 

 

6. Methodological guidelines for students on the development of the discipline 

For the successful development of the material, students need to attend classes, and during 

independent work use the main and additional literature, databases and information and reference 

systems that are presented in the list of references. The independent work of students consists in 

repeating the material from practical classes and self-study of additional questions, a deeper 

analysis of the topic with the help of literature.  

 

7. Teaching staff implementing the discipline 

Strebkova Ekaterina Aleksandrovna, senior lecturer. 

 

8. Teaching language 

Russian, English 

  

https://www.microsoft.com/ru-ru/software-download/windows10
https://www.microsoft.com/ru-ru/software-download/windows10
https://www.anaconda.com/products/distribution
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